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**Introduction/Methods**

Sentiment analysis refers to the examination of people’s opinions and feelings towards an entity or topic (Medhat et al., 2014). For a business to improve the quality of their services, customers’ reviews on their products and services are vital to properly address the needs of their customers. With the advent of the internet, millions of reviews are readily available about a product or service, which makes it increasingly difficult to manually examine the opinions of consumers expressed through online reviews (Shivaprasad & Shetty, 2017). Natural Language Processing (NLP) is a computerized method of text analysis that is founded on a set of theories as well as a set of technology (Liddy, 2001). Different techniques of NLP have been utilized in the past for sentiment analysis of online product review such as TextBlob, Naïve Bayes classifier, lexicon-based method, supervised classifier, Named entity based method, Bidirectional Encoder Representations from Transformers (BERT) (Bade Shrestha & Bal, 2020; Duwairi & Qarqaz, 2014; Laksono et al., 2019; Taboada et al., 2011), with different levels of accuracy on different datasets. The aim of this study is to compare the various techniques on the same dataset to determine which technique is most suitable for sentiment analysis of online product reviews.

**Problem Statement**

Different NLP techniques have been applied to different datasets for sentiment analysis of news, online product reviews, etc. These techniques have shown different levels of accuracy on different datasets. Using different datasets, however, makes it difficult to juxtapose these techniques. This presents a need to compare these techniques on the same dataset to better identify which technique is better for the sentiment analysis of online reviews. In this study, we will compare five NLP techniques for sentiment analysis. The five techniques include TextBlob, Naïve Bayes classifier, lexicon-based method, supervised classifier, and Named entity-based method. The result of this study is expected to help businesses identify the most suitable NLP technique to better understand how their customers feel about their products and the services they render.

**Methodology**

To achieve the aim of this study, online reviews from amazon.com will be used as data source. Amazon is one of the largest e-commerce platforms with a wide variety of products and customer reviews, as well as other useful information like the credibility of the reviewer and rating of the product, which could be useful in selecting the most appropriate dataset for the study. Beautiful Soup, a python library will be used to extract raw data from amazon.com. the data will be preprocessed with WordNet and Parts of Speech Tagging (POST) before implementing the five NLP techniques for sentiment analysis. The output of the techniques will be compared to determine which of the five techniques performs best in analyzing online product reviews.

**Experimental Setup**

Either using Beautiful Soup, as described above, or already generated csv files from a website that has already compiled the data like data.world: <https://data.world/datafiniti/consumer-reviews-of-amazon-products> . The Keras library within tensorflow is more than capable of handling POST and implementations of the other methods and WordNet is accessible through NLTK. Once our implementations are complete, we can compare the different techniques on individual reviews and the whole dataset to determine if there are any notable findings.
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